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Most nonlinear reduced-order models are constructed using a set of spatial basis func-
tions (modes) and time dependent expansion coefficients, leading to ordinary differential
equations for the expansion coefficients after spatial Galerkin projection of the govern-
ing equations. In this paper, we consider instead models based on space-time modes and
space-time Galerkin projection for statistically stationary flows. Specifically, we develop a
hierarchy of models based on two types of space-time modes – those obtained from spectral
proper orthogonal decomposition (SPOD) and resolvent analysis. This leads to a minimiza-
tion of error over a time window of interest, and the governing equations reduce to a set of
algebraic equations for scalar expansion coefficients. The most promising model employs
Petrov-Galerkin projection using a trial basis consisting of SPOD modes and a test basis
designed to optimally retain the dynamics associated with the leading SPOD modes. We
demonstrate the methods using a stochastically forced Ginzburg-landau equation as a sim-
ple model for turbulent flows susceptible to high energy amplification, and show that the
space-time SPOD Petrov-Galerkin model achieves lower cost and higher accuracy than a
standard Galerkin model using proper orthogonal decomposition modes.

I. Introduction

Problems in fluid mechanics are typically high dimensional in the sense that they require many degrees of
freedom to describe a solution of the discretized equations of motion. As a result, solving the equations can
be computationally expensive, especially for turbulent flows. Because of this, reduced order models (ROMs)
that can provide accurate approximations of the flow at a lower cost are highly desirable, and the quest to
obtain such reduced order models has been an active area of research for many years.1

The most common approach to obtain reduced order models of the Navier-Stokes equations is Galerkin
projection.2, 3 In this approach, the state vector is written as a summation of orthogonal spatial modes, each
weighted by a time-varying expansion coefficient. A coupled set of nonlinear ordinary differential equations
(ODEs) for the expansion coefficients is obtained by projecting the governing equations onto the modes.
Finally, a reduced order model is obtained by retaining only a subset of the modes, leading to a smaller
set of coupled nonlinear ODEs for the remaining expansion coefficients. While in general the modes could
correspond to any orthogonal basis, they are most often chosen to be proper orthogonal decomposition
(POD) modes.4 The defining property of POD modes is that they optimally reconstruct the flow energy,
computed in a spatial norm and averaged over time, for any order of the expansion. The modes themselves
must be computed ahead of time from training data, i.e., a prior simulation of the flow of interest. When
POD modes are used as the basis for Galerkin projection, the resulting reduced order model is called a POD
Galerkin model.

The energy optimality of POD modes implies neither optimality nor accuracy of the POD Galerkin
reduced order model solution. While excellent models can be obtained for some flows,5 POD Galerkin
projection suffers from a number of well-known issues.3 Errors within the approximation accumulate at
every time step, leading to solutions that are often accurate only over short temporal horizons. Indeed,
POD Galerkin systems are sometime unstable. Many solutions to these issues have been proposed, most
involving the addition of closure terms meant to mimic the dissipitive impact of higher order modes that
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have been truncated from the model.6 Unfortunately, these models tend to be ad hoc and/or tuned to a
particular flow, limiting their generalizability. One promising exception is the recent closure strategy based
on Mori-Zwanzig formalism.7 Another well-known approach seeks to stabilize the model by projecting the
equations onto a seperate test basis obtained from a least-squares optimization problem.8

The limitations of traditional POD Galerkin methods have spurred recent interest in alternative space-
time reduced order modeling approaches, including space-time Galerkin projection.9, 10 The essential differ-
ence compared to a standard POD Galerkin approach is the use of modes that are functions of both space
and time, in contrast to POD modes, which are functions only of space. Expanding the state vector in
terms of space-time modes and projecting the equations onto the modes leads to a set of coupled algebratic
equations for the expansion coefficients, which are now time-independent scalars. This space-time projection
of the equations seeks to minimize error over the full time window for which the modes are defined, providing
a means to control the solution error over a desired time window and prevent the error accumulation typical
of POD Galerkin methods.

This space-time reduced order modeling framework is currently in its infancy, and there remain many
basic questions that have yet to be thoroughly addressed. One of these open questions is the selection of
appropriate space-time modes for both the trial basis used to expand the solution and the test basis used
to project the governing equations. In this paper, we propose the use of two different types of bases for
statistically stationary flows.

The first consists of the modes obtained from spectral proper orthogonal decomposition (SPOD).11, 12

SPOD modes are the solution of a space-time POD optimization problem for stationary flow, and therefore
optimally capture the flow energy in a space-time norm.11, 12 In this sense, they are the natural space-time
equivalent to standard spatial POD modes. Each SPOD mode oscillates in time at a single frequency, and
there exists a complete basis of modes at each frequency. Physically, SPOD modes can be interpreted as
coherent structures – portions of the flow that are self-correlated and uncorrelated with all other modes.12

The second basis we propose is obtained from resolvent analysis of the Navier-Stokes equations.13–16

Resolvent analysis identifies frequency-dependent modes that are optimal in terms of their linear gain between
the nonlinear and linear fluctuation terms of the Navier-Stokes equations.16 These modes are obtained via
singular value decomposition of the resolvent operator, which constitutes a transfer function between the
nonlinear and linear terms in the frequency domain. As in the case of SPOD, this leads to modes that oscillate
at a single frequency and form a complete basis at each frequency. Recently, Towne et al.12 showed that
resolvent modes provide an approximation of SPOD modes under the assumption that the nonlinear terms
are uncorrelated in space and time, i.e., white noise. While this assumption is never strictly true, resolvent
modes have been shown to provide a good approximation of the leading SPOD modes in various turbulent
flows.17, 18 The notable advantage of resolvent modes relative to SPOD modes is that their computation
does not require training data, apart from a reasonable approximation of the mean flow.

For both the SPOD- and resolvent-based methods we consider both Galerkin methods, for which the
same modes are used for the trial and test bases, and Petrov-Galerkin methods, in which the trial and test
bases are defined differently. This leads to four distinct models, each with different properties. We will show
that a SPOD Petrov Galerkin model, in which the trial basis consists of SPOD modes and the test basis
consists of modes that project the equations into a space that optimally governs the leading SPOD modes
under certain assumptions, produces the most promising results.

Since both of our proposed bases are made up of single frequency modes, our approach can be understood
as a frequency domain reduced order modeling approach. As such, it bears resemblance to the harmonic
balance method.19 The harmonic balance method is a frequency domain approach to solving the Navier-
Stokes equations, in which reduction of the model is achieved by truncating low energy frequencies. Our
SPOD and resolvent Galerkin and Petrov Galerkin approaches take this one step further by also permitting a
reduction of the spatial basis at each frequency. Our SPOD Galerkin approach is also similar in spirit to the
SPOD-based reduced order model suggested contemporaneously by Lin;20 we improve upon their approach
by addressing the proper handling of finite time windows and nonlinear terms and by developing a Petrov-
Galerkin variant. Our approach differs from the SPOD-based reduced order model of Chu & Schmidt21 in
that we leverage the orthogonal space-time projections enabled by SPOD modes rather than oblique space-
only projections as pursued in that work. When using a resolvent basis, our approach is also similar to other
efforts to construct nonlinear resolvent models.22, 23

The remainder of this abstract is arranged as follows. In Section II we review the standard POD Galerkin
method and introduce the space-time SPOD Galerkin and resolvent Galerkin methods. Preliminary results
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obtained from a Ginzburg-Landau model problem are presented in Section III. Ongoing work is discussed
in Section IV and the paper is concluded in Section V.

II. Method

We consider systems of nonlinear ODEs of the form

dq

dt
−Aq = n(q) +Bη, (1)

where the vector q(t) ∈ CN represents the state of the spatially discretized equations, i.e., every flow variable
at every grid point in the domain. The Navier-Stokes equations can be naturally cast in the form of (1)
by applying a Reynolds decomposition, in which case q represents the fluctuation to the mean, A ∈ C

N×N

is the linearized Navier-Stokes operator, n(q) ∈ CN contains the remaining nonlinear fluctuation terms,
and η(t) ∈ CN ′

represents external excitations, which are mapped onto the equations of motion by the
operator B ∈ CN×N ′

. Writing the governing equations in the form of (1) with the linear and nonlinear
terms explicitly separated24 will allow us to use concepts from resolvent analysis and SPOD to design an
approach that optimally preserves the linear amplification mechanisms within the flow. We wish to obtain
reduced forms of equation (1) involving r < N unknowns.

II.A. POD Galerkin and Petrov-Galerkin projection

Before introducing the new space-time approaches, we briefly review the standard Galerkin projection and
Petrov-Galerkoin projection methods. Using a set of orthogonal modes {φk : k = 1, . . . , N} called the trial
basis, the state vector q can be expanded as

q(t) =

N
∑

k=1

φkak(t) = Φa(t), (2)

where the k-th column of the matrix Φ is φk and the k-th entry of the vector a is ak. We also define a
second orthogonal basis {ψk : k = 1, . . . , N} called the test basis, which can be compactly expressed by the
matrix Ψ whose k-th column is ψk. Each set of modes in orthogonal in the inner product

〈u,v〉x = v∗Wu, (3)

whereW is a positive-definite weight matrix. The orthogonality of the modes is expressed as, e.g., 〈φi,φk〉x =
φ∗

iWφk = δik, with equivalent expressions for the test basis.
A coupled set of ODEs governing a can be obtained by inserting the expansion (2) into (1) and projecting

the equation onto Ψ, i.e, left-multiplying the equations by Ψ∗W . Applying the preceding steps leads to N

coupled ODEs for a,

Ψ∗WΦ
da

dt
−Ψ∗WAΦa = Ψ∗W [n(Φa) +Bη(t)] . (4)

A reduced order system can be obtained by truncating the expansion of q to its leading r terms, i.e.,

q(t) ≈

r
∑

j=1

φjaj(t) = Φrar(t), (5)

where Φr and ar contain the first r column of Φ and r elements of a, respectively. Likewise, the test basis
is truncated to its leading r modes, which are contained in Ψr. Then, (4) becomes

Ψ∗

rWΦr
dar

dt
−Ψ∗

rWAΦrar = Ψ∗

rW [n(Φrar) +Bη(t)] . (6)

This is an approximate evolution equation for ar, since the impact of higher modes has been neglected.
This approach is called Galerkin projection when the trial and test bases are the same, i.e., Ψr = Φr.

When the basis is specified as POD modes, this approach is called the POD Galerkin method. If distinct
trial and test bases are employed, the approach is called Petrov-Galerkin projection, variants of which using
POD modes for the trial basis have been developed.8
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II.B. Space-time Galerkin and Petrov-Galerkin projection in the frequency domain

This time, consider space-time trial and test bases of the form {φjke
iωjt : j = 1, . . . , Nω; k = 1, . . . , N}

and {ψjke
iωjt : j = 1, . . . , Nω; k = 1, . . . , N}, respectively. Here, j selects the frequency ωj of the mode, k

indicates the mode number at a particular frequency, and Nω is the total number of frequencies included in
the expansion. In practice, the total number of frequencies, and their specific values, are determined by the
number and spacing of the discrete time instances that are included within the optimization window. The
modes in each basis are orthogonal in a space-time inner product

〈u,v〉x,t =

∞
∫

−∞

v∗(t)Wu(t)dt =

∞
∫

−∞

〈u,v〉x dt. (7)

Using this trial basis, the state vector can be expanded as

q(t) =

Nω
∑

j=1

N
∑

k=1

φjkajke
iωjt =

Nω
∑

j=1

Φjaje
iωjt, (8)

where the k-th column of the matrix Φj is φjk and the k-th entry of the vector aj is ajk. Inserting (8)
into (1) leads to

Nω
∑

j=1

(iωj −A)Φjaje
iωjt = f(t), (9)

where we have introduced the function

f(t) = n(q(t)) +Bη(t) + f0(t) = n





Nω
∑

j=1

Φjaje
iωjt



+Bη(t) + f0(t) (10)

to simplify the notation in what follows. The term f0 has been added to lift the initial condition at t = 0 to
the forcing such that it need not be further considered. It is important to keep in mind that f is a nonlinear
function of the complete set of expansion coefficients a, where a is the union of aj for all j.

Next, we project (9) onto the set of modes Ψl at frequency ωl by left-multiplying by e−iωltΨ∗

lW and
integrating over all times,

∞
∫

−∞

Nω
∑

j=1

Ψ∗

lW (iωj −A)Φjaje
iωjte−iωltdt =

∞
∫

−∞

Ψ∗

lWf(t)e−iωltdt. (11)

After some algebra, this can be written as





Nω
∑

j=1

Ψ∗

lW (iωj −A)Φjaj









∞
∫

−∞

eiωjte−iωltdt



 = Ψ∗

lW





∞
∫

−∞

f(t)e−iωltdt



 . (12)

The term in square brackets on the left–hand-side integrates to a Dirac delta function; we replace this with
a Kronecker delta δjl in recognition that the integral will ultimately be taken over a finite interval. The

term in square brackets on the right-hand-side integrates to f̂(ωl), the Fourier transform of f evaluated at
frequency ωl. Making these substitutions and applying the delta function leaves

(iωlΓl −Al)al = Blf̂(ωl) (13)

for l = 1, . . . , Nω, with Γl = Ψ∗

lWΦl ∈ CN×N , Al = Ψ∗

lWAΦl ∈ CN×N , and Bl = Ψ∗

lW ∈ CN×N .
A reduced-order expression can be obtained by replacing Φl and Ψl with their truncated forms Φl,r

and Ψl,r consisting of their first r columns and, if desired, by reducing the number of retained frequencies,
yielding

(iωlΓl,r −Al,r)al,r = Bl,rf̂(ωl) (14)
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with
Γl,r = Ψ∗

l,rWΦl,r ∈ C
r×r, (15)

Al,r = Ψ∗

l,rWAΦl,r ∈ C
r×r, (16)

Bl,r = Ψ∗

l,rW ∈ C
r×N , (17)

and al,r ∈ Cr.
In the case where the ODE in (1) is nonlinear, i.e., n 6= 0, the right-hand-side of (13) is a function of

the expansion coefficients for all retained frequencies. Thus, (13) must be solved simultaneously for all N
′

ω

retained frequencies, giving an rN
′

ω dimensional system of nonlinear algebraic equations to be solved for the

complete set of expansion coefficients a. In the case where the original ODE is linear, f̂ is not a function of
a, so (13) gives a decoupled r-dimensional linear system to be solved individually for each al.

In the following sections, we consider several different choices for the trial and test bases. If the trial and
test bases are selected to be the same, this will lead to a frequency domain space-time Galerkin ROM; if
they are chosen to be different, we obtain a frequency-domain space-time Petrov-Galerkin ROM.

II.C. SPOD Galerkin projection

SPOD modes are obtained from a space-time POD problem under the condition of statistically stationary
flow. Specifically, in terms of our semi-discrete formulation (discretized in space) we seek time-varying modes
φ(t) that maximize the expected value of the energy

λ =
E{|〈q(t),φ(t)〉x,t|

2}

〈φ(t),φ(t)〉x,t
, (18)

where the expectation is an ensemble average over realizations of the flow and the space-time inner product
in defined in (7).

The modes that maximize (18) are solutions of the space-time eigenvalue problem

∞
∫

−∞

C(t, t′)Wφ(t′)dt′ = λφ(t), (19)

where C(t, t′) is the two-point space-time correlation tensor of the data. For statistically stationary data,
C(t, t′) → C(t− t′) and the solutions of (19) take the form

φ(t) = φije
iωjt, (20)

where each φij satisfies the frequency-domain eigenvalue problem

Sqq(ωj)Wφij = λijφij (21)

and Sqq(ω) is the cross-spectral density (CSD) tensor, i.e., the Fourier transform of C(t− t′) or, equivalently,

Sqq = E{q̂q̂∗}. (22)

At each frequency, there exists a complete basis of modes that are orthogonal in the spatial inner prod-
uct (3). The complete set of modes over all frequencies are orthogonal in the space-time inner product (7).
The eigenvalues λij indicate the contribution of each mode to the total energy of the flow.

To summarize, SPOD modes provide an optimal, orthogonal space-time basis for capturing the energy of
statistically stationary flows. The form of the complete set of SPOD modes described above is the same as
that assumed in Section II.B. Thus, a space-time SPOD Galerkin projection ROM in the form of in (14) -
(17) is obtained by selecting the trial and tests bases, Ψl and Φl, respectively, to be SPOD modes. Using
the spatial SPOD orthogonality condition, Ψ∗

jWΨj = I, leads to the simplification Γl,r = Ir. The resulting
ROM is the natural space-time analogue of the standard POD Galerkin approach.
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II.D. Resolvent Galerkin projection

One disadvantage of both POD and SPOD Galerkin approaches is that time-resolved training data in the
form of a prior simulation (or experiment) of the flow are required to compute the bases. In this section,
we propose a variation of the SPOD Galerkin approach that requires only an estimate of the mean flow to
compute the space-time basis.

The approach is based on resolvent analysis of the governing equations.13–16 Taking a Fourier transform
of (1) leads to an expression of the form

Lq̂ = f̂ , (23)

where
L(ω) = (iωI −A) . (24)

Solving for q̂ gives
q̂ = Rf̂ , (25)

where
R(ω) = (iωI −A)−1 (26)

is termed the resolvent operator. Orthogonal modes that optimally represent the energy gain

σ2 =
〈q̂, q̂〉x
〈f̂ , f̂〉x

(27)

can be obtained by computing the singular value decomposition

W 1/2RW−1/2 = ŨΣṼ ∗ (28)

and defining U = W−1/2Ũ and V = W−1/2Ṽ .12 The columns of U and V provide orthogonal sets of modes,
called output and input modes, respectively, in the inner product (3) for each frequency, and the square-root
of the gain of each mode is given by the associated singular value, found on the diagonal of Σ. The resolvent
operator can be recovered as

R = UΣV ∗W. (29)

The resolvent output modes U share the same space-time orthogonality as SPOD modes and the leading
r modes can be used for the trial and test bases Φj and Ψj to obtain a resolvent Galerkin projection ROM.
Again, the orthogonality of the resolvent output modes leads to the simplification Γl,r = Ir.

II.E. Resolvent Petrov-Galerkin projection

Resolvent analysis is often understood in terms of the linear input-output behavior of the governing equations.
Specifically, a truncation of the resolvent operator in terms of its singular modes optimally preserves the
input-output behavior of the linearized equations. The resolvent Galerkin approach developed in the previous
section does not take advantage of this property of resolvent modes or the underlying input-output perspective
on the governing equations.

In this section, we seek trial and test bases that lead to a Petrov-Galerkin projection that optimally
preserves the input-output behavior of the linear part of (1). Using the result from Towne et al.12 that
resolvent modes optimally capture the flow energy (i.e., are equivalent to SPOD modes) when the nonlinear
forcing forcing terms are spatially uncorrelated (white), this objective can be equivalently stated as seeking
bases that minimize the error of the Petrov-Galerkin ROM under the approximation that the forcing is
white. This white-noise assumption has been employed in numerous previous models based on the linearized
Navier-Stokes equations in general and resolvent analysis in particular.

To make this white-noise-forcing assumption explicit, we rewrite (23) and (25) as

Lq̂ = ŵ (30)

and
q̂ = Rŵ, (31)

respectively, where ŵ is spatially uncorrelated at every frequency, i.e., E{ŵŵ∗} = cf (ω)I. Without loss of
generality, we take the frequency dependent amplitude to be cf (ω) = 1.
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The optimal rank-r approximation of q̂ is

q̂ ≈ UrΣrV
∗

r W ŵ, (32)

where Σr contains the leading r singular values. This optimal approximation was obtained by first solving
the linear system (30) to obtain (31) and then reducing the rank of R. Thus, it does not constitute a ROM
in the sense defined in this paper, since it required solution of the full-order system. In what follows, we
will show that this optimal rank-r solution (32) can be achieved via Petrov-Galerkin projection of (30) using
trial and test bases corresponding to output and input resolvent modes, respectively.

While intuitive, this result is not already implied by (32); the solve-then-reduce approach used to ob-
tain (32) need not produce the same approximation as the reduce-then-solve approach described below that
is needed to obtain a ROM. Indeed, these two approximation are only equivalent for this problem when
the trial and test bases are are chosen to be the same as the bases used to reduce the rank of R in the
solve-then-reduce case. Thus, the reduce-then-solve ROM produces the optimal solution only when the trial
and test bases are chosen to be output and input resolvent modes, respectively.

To show that the proposed resolvent Petrov-Galerkin ROM recovers the optimal solution in (32), we
begin by writing L in (30) in term of resolvent modes,

VΣ−1U∗W q̂ = ŵ. (33)

Using the leading r resolvent output modes as a trial basis,

q̂ ≈ Ura, (34)

and the leading r resolvent input modes as the test basis gives

V ∗

r WV Σ−1U∗WUra = V ∗

r W ŵ (35)

upon substitution of (34) and projection of (33) against the test basis. Due to the orthogonality of Ur and
Vr in a W -weighted inner product, (35) reduces to

Σ−1
r a = V ∗

r W ŵ. (36)

Solving (36) for a and substituting the solution back into (34) recovers the optimal solution (32). Therefore,
Petrov-Galerkin projection using resolvent output and input modes as the trial and test bases, respectively,
minimizes the error of the ROM under the assumption that the nonlinear terms from the governing equations
are white. Or equivalently stated, it optimally preserves the linear input-output behavior of the equations.

II.F. SPOD Petrov-Galerkin projection

The previous section showed that resolvent output and input modes constitute optimal trial and test bases,
respectively, for space-time Petrov-Galerkin projection of stationary flows under the asusmption that the
nonlinear fluctuation terms from Navier-Stokes are white. However, a large number of studies in recent
years12, 25 have shown that the nonlinear terms in real flows are not white and that accounting for their color
is critical for obtaining accurate models. In this section, we show how optimal trial and test bases can be
obtained by accounting for the color of the nonlinear forcing terms, which is quantified by the forcing CSD

Sff = E{f̂ f̂∗}. (37)

Our approach is to manipulate (23) into the form of (30), for which we already know the optimal trial
and test bases from the previous section. This can be accomplished by whitening the forcing. The first step
is to decompose the forcing CSD (37) as

Sff = FF ∗, (38)

which can be obtained using a Cholesky of SPOD (eigenvalue) decomposition, among other choices. Then,
left-multiplying (23) by F−1 gives

F−1Lq̂ = F−1f̂ = ŵ. (39)

To see that the final equality holds, i.e., that the modified forcing F−1f̂ is white, notice that

E
{(

F−1f̂
)(

F−1f̂
)

∗
}

= F−1Sff (F
∗)

−1
= I. (40)
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Solving (39) for q̂ gives
q̂ = RF ŵ, (41)

where
RF = RF = UFΣFVFW. (42)

From Section II.E, we know that the optimal truncation of (42) is given by the resolvent modes and singular
values of RF (denoted UF , ΣF , and VF ) and the optimal trial and test bases for Petrov-Galerkin projection
are the output and input resolvent modes of RF , respectively. Thus, the optimal ROM is obtained by
substituting the expression

q̂ ≈ UF,ra (43)

into (39) and projecting onto the test basis VF,r, i.e.,

V ∗

F,rWF−1LUF,ra = V ∗

F,rWF−1f̂ . (44)

Solving (44) for a for all frequencies (recall that f̂ is a nonlinear function of a if the system is nonlinear) and
substituting the result into (43) gives the optimal solution under the assumption that the nonlinear term can

be treated as a colored external forcing of the linear dynamics. If the system is linear, f̂ is not a function of
a and solving (44) for a and combining with (43) gives

q̂ ≈ UF,r

(

V ∗

F,rWF−1LUF,r

)−1
V ∗

F,rWF−1f̂ . (45)

As shown above, the optimal trial basis is given by the output modes of RF . Towne et al.26 showed
that these modes correspond exactly to the SPOD modes of the flow. This result is significant in that it
confirms that we are using the optimal basis for capturing the flow energy of the fully nonlinear system even
though we used a linear input-output perspective in which the nonlinearity is treated in a statistical sense
to determine the optimal the bases.

The test basis, given by the input modes of RF , are also closely related to SPOD modes. Beginning with
the second equality in (42), using that R = L−1 by definition, and solving for VF gives

VF = F−1LUFΣF . (46)

We know that UF contains SPOD modes and ΣF contains the square roots of the SPOD eigenvalues. By
comparing (46), (23), and (40), we see that the test basis consists of whitened forces associated with the
SPOD modes. Thus, the test basis VF,r projects the governing equations into a space in which the impact
of the nonlinear forcing on the leading SPOD modes is optimally retained. Inspecting (45), we see that the
test basis that should be applied to the original, un-whitened equation (23) is

Ψj,r = W−1(F−1)∗WVF,r. (47)

From (47) and (46), we can see that, given knowledge of the SPOD modes, we can obtain the test basis
without the need to form the modified resolvent operator RF or compute resolvent modes of any kind.
Because the trial basis consists of SPOD modes and the test basis can be constructed from the same SPOD
modes, we call this approach SPOD Petrov-Galerkin projection.

III. Results

In this section, the methods described above are demonstrated using the linearized complex Ginzburg-
Landau equation, which has been used by several previous authors12, 27–30 as a convenient one-dimensional
model that mimics key properties of the linearized Navier-Stokes operator for real flows. Application to more
complicated nonlinear ODEs is currently underway.

III.A. The complex Ginzburg-Landau equation

The linearized Ginzburg-Landau operator takes the form

A = −ν
∂

∂x
+ γ

∂2

∂x2
+ µ(x), (48)
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which after discretization in x yields the operator A in (1). Several variants of the function µ(x) have been
used in the literature; here the quadratic form

µ(x) = (µ0 − c2µ) +
µ2

2
x2 (49)

is adopted.27–29 All of the parameters in (48) and (49) are set to the values used previously by Towne et

al.12 With these parameters, the leading singular value of R at its peak frequency is ten times larger than
the second singular value, which is a typical value for real flows. Following Bagheri et al.,28 the equations
are discretized with a pseudo-spectral approach using N = 220 Hermite polynomials.

The discretized equations are stochastically excited in the time domain using forcing terms with prescribed
statistics identical to those used by Towne et al.12 In particular, the forcing is spatially correlated and
qualitatively similar to the nonlinear terms in real flows, such as a turbulent jet.26 The equations are
integrated using a fourth-order embedded Runge-Kutta method,31 and a total of 30000 snapshots of the
solution are collected with spacing ∆t = 0.5, leading to a Nyquist frequency of ωNyquist = 2π. Two-thirds
of these snapshots are used to compute modes and the remaining one-third is used to test the models. The
test data are organized into an ensemble of blocks containing Nω = 2048 snapshots; each block represents a
different realization of the stochastic system, enabling computation of solution and error statistics averaged
over the ensemble. Each block is windowed using a sixth-order sine window32 to avoid signal processing
issues; proper handling of windows is discussed in Section IV.

III.B. Reduced order model results

In this section, we will compare results obtained from each of the reduced order models described in Section II.
Several options exist for making comparisons between the different models: we could hold constant either
the order, cost, or accuracy of the models, and the other two would then vary. As a starting point, we fix
the order of the approximation, i.e., the total number of space-time degrees of freedom available to each
model to describe the solution over the interval of interest. For the standard POD-Galerkin model, this
is equal to the number of modes in the expansion times the number of time instances within the interval.
For the frequency domain models, it is equal to the number of frequencies (which is also nominally equal
to the number of discrete time instances within the interval) times the number of modes retained in the
expansion at each frequency. In what follows, we consider r = 10 modes over intervals containing Nω = 2048
frequencies (and time instances), as mentioned previously.

Since each model requires different computations, they will have different costs despite each model con-
taining the same total number of degrees of freedom. For the above choices, the costs of the full-order
Ginzburg-Landau equations, POD Galerkin, SPOD Galerkin, resolvent Galerkin, resolvent Petrov-Galerkin,
and SPOD Petrov-Galerkin models, measured in wall-time on a single processor, are 276, 57, 0.29, 0.30, and
0.41 seconds, respectively. It is clear that, at least for the linear test case considered here, the frequency-
domain models are able to provide a representation of the solution with a fixed number of degrees of freedom
at much lower cost compared to a standard time-domain POD-Galerkin model. In the following sections,
we will examine several metrics of solution accuracy of each method.

III.B.1. Comparisons in the time domain

Figure 1 shows an example of the time-domain solution obtained from the full-order ODE (blue solid line),
POD Galerkin model (black dotted line), SPOD Galerkin model (orange dashed line), resolvent Galerkin
mode (purple dashed line), resolvent Petrov-Galerkinmode (maroon dashed line), and SPOD Petrov-Galerkin
model (green dashed line). Figure 1(a) shows the real part of the solution at x = 5 for one realization of
the system. All five models provide a reasonable approximation of the full-order solution, but the SPOD
Petrov-Galerkin model in particular appears to lead to the lowest errors. This is confirmed in Figure 1(b),
which shows the real part of the difference between each ROM solution and the full-order solution for the
same realization. The squared magnitude of the error averaged over the ensemble of realizations is shown in
Figure 1(c). All four frequency-domain models lead to lower error than the standard POD Galerkin model.
Both resolvent-based methods yield very similar results. This will be repeatedly observed in the following
sections and is likely due to the similarity of the input and output resolvent modes for the Ginzburg-Landau
system. The error for SPOD Galerkin model is higher than the other frequency-domain models, but still
lower than the standard POD Galerkin model. As expected, the SPOD Petrov-Galerkin model produces the
lowest error, around an order of magnitude lower than the POD Galerkin model.
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(c)

(b)

(a)

t

|q
−

q e
x
a
c
t
|2

R
e[
q
−

q e
x
a
c
t
]

R
e[
q
]

200 220 240 260 280 300

0

0.005

0.01

−0.1

−0.05

0

0.05

0.1

−0.5

0

0.5

Figure 1: Time-domain solution at x = 5: (a) real part of one realization of the system; (b) real part of
the error in the same realization; (c) squared amplitude of the error averaged over all realizations of the
system. Legend: full-order ODE (blue solid line), POD Galerkin model (black dotted line), SPOD Galerkin
model (orange dashed line), resolvent Galerkin mode (purple dashed line), resolvent Petrov-Galerkin mode
(maroon dashed line), and SPOD Petrov-Galerkin model (green dashed line).
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(b)(a)

xx

R
e[
q
]

−50 −25 0 25 50−50 −25 0 25 50

−0.3

−0.2

−0.1

0

0.1

0.2

0.3

Figure 2: Real part of the solution as a function of x at two time instances for a single realization of the
system: (a) t = 260; (b) t = 300. Legend: full-order ODE (blue solid line), POD Galerkin model (black
dotted line), SPOD Galerkin model (orange dashed line), resolvent Galerkin mode (purple dashed line),
resolvent Petrov-Galerkin mode (maroon dashed line), and SPOD Petrov-Galerkin model (green dashed
line).

Figure 2 shows the real part of the full-order and ROM solutions at two instances in time, t = 260 and
300, as a function of x for the same realization of the system considered in Figure 1. Additionally, Figure 3
shows the squared amplitude of the error averaged over the ensemble of realizations as a function of x. The
SPOD Petrov-Galerkin model provides the most accurate solution over most of the x domain, consistent
with the results observed at x = 5. The POD Galerkin and SPOD Galerkin models achieve similar error
levels except near their peak value, but the latter does so with two orders of magnitude lower cost. The two
resolvent-based ROMs have a lower peak error but struggle for larger |x| values. This can be explained by
the fact that the leading resolvent modes have concentrated support at low |x| values and are nearly zero at
larger |x| values; they therefore have limited ability to represent the data for larger |x| values that is excited
by the colored forcing. This can be seen clearly in Figure 2; both resolvent-based ROMs yield solutions that
are nearly zero for |x| > 20, in contrast to the data. This highlights the importance of accounting for the
colored statistics of the forcing in defining appropriate modes. The forcing color is implicitly included in the
POD and SPOD Galerkin models (the data used to compute the modes includes the influence of the forcing
color) and explicitly in the SPOD Petrov-Galerkin model.

III.B.2. Comparisons in the frequency domain

Next, we compares the various ROM solutions in the frequency domain to further elucidate their properties.
The four frequency-domain models are naturally represented in the frequency domain, and frequency-domain
representations of the full-order and POD Galerkin models are obtained using a discrete Fourier transform
over the interval defining each realization of the system. Figure 4 shows an example of the Fourier modes
of one realization of the solution obtained from each method as a function of x at four different frequencies,
ω = −1.5, −0.6, −0.2, and 1. Again, the SPOD Petrov-Galerkin solution is noticeably better than the other
models.

More quantitative comparisons can be made by computing the error between the full-order and reduced-
order solutions averaged over the ensemble of realizations of the system. Figure 5 shows the power spectral
density of the error for (a) the POD Galerkin, (b) resolvent Galerkin, (c) resolvent Petrov-Galerkin, (d)
SPOD Galerkin, and (e) SPOD Petrov-Galerkin models as a function of ω and x. Panel (f) shows results
from a full-order frequency-domain model to be discussed later. The contour levels span four orders of
magnitude with the largest value set to the maximum error in the SPOD Petrov-Galerkin results. All of the
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0.0005
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0.0015

Figure 3: Squared amplitude of the error as a function of x averaged over the ensemble of realization. Legend:
full-order ODE (blue solid line), POD Galerkin model (black dotted line), SPOD Galerkin model (orange
dashed line), resolvent Galerkin mode (purple dashed line), resolvent Petrov-Galerkin mode (maroon dashed
line), and SPOD Petrov-Galerkin model (green dashed line).

models exhibit a peak in error at low ω and x values, which also corresponds to the region where the solution
is most energetic. The POD and SPOD Galerkin results are again very similar. The two resolvent-based
models have lower peak errors but much higher errors away from the peak. A similar observation was made
in Figure 3, but here we see that the inability of the resolvent models to represent the data at large |x|
values persists at all frequencies. Finally, the SPOD Petrov-Galerkin model yields the lowest error virtually
everywhere in the ω - x plane.

Figure 6 shows the total mean error measured in the norm induced by the W -weighted inner product as
a function of ω, providing a global measure of the error as a function of frequency. The error of the SPOD
Petrov-Galerkin model (green dashed line) is consistently lower than the POD Galerkin model (black solid
line) and the other frequency-domain models.

IV. Ongoing work: accounting for finite windows

While these preliminary results are promising, there are a number of additional important issues that
must be addressed to realize the potential of the frequency-domain space-time ROMs developed in this paper.
Critically, the impact of the use of a finite temporal window must be accounted for in the derivation of the
method.32 In practice, the infinite integrals in (12) must be approximated over a window [0, T ] of finite
length T . This practical restriction can be incorporated into the derivation by using a modified form of (12),





Nω
∑

j=1

Ψ∗

lW (iωj −A)Ψjaj









∞
∫

−∞

w(t)eiωjte−iωltdt



 = Ψ∗

lW





∞
∫

−∞

f(t)w(t)e−iωltdt



 , (50)

where w(t) is a window function that is zero outside of the interval [0, T ]. Evaluating the integrals then leads
to a modified form of (13),

Nω
∑

j=1

Ψ∗

lW (iωj −A)Ψjajŵ(ωj − ωl) = Blf̂w(ωl), (51)
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(d)(c)

(b)(a)

xx

R
e[
q̂
]

R
e[
q̂
]

−50 −25 0 25 50−50 −25 0 25 50

−10

−5

0

5

10

−10

−5

0

5

10

Figure 4: Real part of the solution as a function of x for fixed frequencies: (a) ω = −1.5; (b) ω = −0.6;
(c) ω = −0.2; (d) ω = 1. Legend: full-order ODE (blue solid line), POD Galerkin model (black dotted
line), SPOD Galerkin model (orange dashed line), resolvent Galerkin mode (purple dashed line), resolvent
Petrov-Galerkin mode (maroon dashed line), and SPOD Petrov-Galerkin model (green dashed line).

where f̂w is the windowed Fourier transform of f and ŵ is the Fourier transform of the window function.
As T → ∞, ŵ(ωj − ωl) necessarily approaches the the delta function δjl (recall that wide functions

in the time domain become narrow functions in the frequency domain), thus recovering the infinite time
solution in (13). However, for finite T , the ŵ(ωj −ωl) term couples together all frequencies on the left-hand-
side of (51), in contrast to (13). For nonlinear systems, different frequencies were already coupled through

the dependence of f̂l on the complete set of expansion coefficients. However, ŵ(ωj − ωl) leads to coupled
equations even for linear systems.

This finite-time-horizon induced linear coupling was not accounted for in the Ginzburg-Landau results
reported in Section III, and the impact of neglecting this effect can be observed by considering the results
shown in Figure 5(f). Here, we show the error obtained using a full-order frequency-domain model, i.e., we
solve (9) with a complete basis at every frequency. Since we have not truncated the basis in this case, the
error should, in theory, be zero if the time interval were infinite. By necessity, a finite interval was used
(a total of Nω = 2048 time steps), leading to the observed error. It is notable that at low frequencies and
|x| values the SPOD Petrov-Galerkin model (with r = 10 modes) achieves almost the same error as the
full-order mode; this indicates that the errors observed in the SPOD Petrov-Galerkin model in this region
are not primarily due to the reduction of the model order, but to the neglect of the linear coupling terms
created by the use of a finite time window. This provides hope that still lower errors can be achieved by
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(f)(e)(d)

(c)(b)(a)
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−3 −2 −1 0 1 2 3−3 −2 −1 0 1 2 3−3 −2 −1 0 1 2 3

−50

−25

0

25

50

−50

−25

0

25

50

Figure 5: Mean-squared error as a function of ω and x: (a) POD Galerkin model; (b) resolvent Galerkin
mode; (c) resolvent Petrov-Galerkin mode; (d) SPOD Galerkin model; (e) SPOD Petrov-Galerkin model; (f)
full-order frequency-domain model.

properly accounting for windowing effects.

V. Conclusions

In summary, we have developed a suite of new reduced order models based on space-time Galerkin
projection using SPOD and resolvent modes. The approach has the potential to overcome issues commonly
encountered when using traditional POD Galerkin models, such as error accumulation and instability as the
ODEs governing the time-dependent expansion coefficients are advanced in time. In contrast, the space-time
methods minimize errors over a desired time interval, leading to algebraic equations for time-independent
expansion coefficients.

Several variants of the space-time models were derived using a resolvent-analysis-inspired input-output
perspective on the governing equations, culminating in a SPOD Petrov-Galerkin model that optimally ac-
counts for the color of the nonlinear and/or external forcing terms. The trial basis consists of SPOD modes,
which provide an optimal basis for the solution even for nonlinear systems, and a separate test basis projects
the governing equations into a space in which the impact of the forcing terms on the leading SPOD modes
is optimally retained on average.

The reduced cost and improved accuracy of the space-time models over a standard POD Galerkin model
was demonstrated for a linear Ginzburg-Landau equation. For a fixed number of space-time degrees of
freedom, all of the frequency-domain models were around two orders of magnitude faster than the POD
Galerkin model. The SPOD Petrov-Galerkin model produced errors that were consistently an order of
magnitude lower than the POD Galerkin model in several different metrics. Additional improvements are
expected by accounting for the use of finite time windows. The success of the new models for this linear
test problem by no means guarantees success for nonlinear problems, and we are currently in the process of
testing our methods for several nonlinear problems.
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Figure 6: Power spectral density of the total solution error integrated over the domain as a function of ω.
Legend: full-order ODE (blue solid line), POD Galerkin model (black dotted line), SPOD Galerkin model
(orange dashed line), resolvent Galerkin mode (purple dashed line), resolvent Petrov-Galerkin mode (maroon
dashed line), and SPOD Petrov-Galerkin model (green dashed line).
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